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ABSTRACT 

Heart disease remains a leading cause of mortality worldwide, necessitating the development of accurate and 

reliable diagnostic models. This study aimed to optimize the application of machine learning in the medical field 

and better the process of decision-making in diagnoses process by analyzing the intricate relationship between 

various parameters and the precision of heart disease categorization by developing a heart disease detection 

system that utilises artificial neural networks and machine learning process. An artificial neural networks (ANN) 

with data scaling on the Cleveland Heart Disease dataset. The proposed Artificial Neural Network (ANN) model 

with data scaling achieved remarkable performance with an accuracy of 99.61%, surpassing various existing 

models.  In addition to this thalassemia, Major Vessels, and oldpeak exhibited strong positive correlations with the 

target (presence of heart disease). Specifically, the number of major vessels showed the strongest positive 

correlation (0.58) with the presence of heart disease, followed by the thalassemia feature (0.52), and the ST 

depression induced by exercise (oldpeak) with a correlation of 0.44. Conversely, features such as thalassemia 

(maximum heart rate achieved) and slope (slope of the peak exercise ST segment) demonstrated negative 

correlations, suggesting their association with a reduced likelihood of heart disease. Furthermore, statistical 

comparisons between patients with and without heart disease revealed that individuals with heart disease tend to 

have lower maximum heart rates thalassemia and higher oldpeak values, further supporting the importance of 

these features in diagnosis. This results improve the precision of machine learning algorithms for diagnosing heart 

disease, but also provide valuable insights medical professionals. Ultimately, the outcomes contribute to improving 

understanding and decision-making in various domains related to human care, diagnoses, heart treatment and 

medical field at large. 
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1. Introduction 

Problem solving is one of the unique ability of human life. The ability to handle complex and complicated issues 

which brings innovations. But as some point, some issues becomes too complicated, and almost impossible for 

human to handle. In the olden days, several problem were unsolved due to their complexity nature.  The inventory 

of computer serves as a means of solving some whereas some remains unsolved.  But in today’s world, almost all 

human problem are been solved or there is a light to. Through data, things are possible. Several domain of 

knowledge such as computer science, mathematical science, biological science, medical and others depends 

greatly on information (data) to decide on critical issues. An availability of data serves as a stepping stone to 

decision making process - making it so easy for specialist to decide on what to do. In the realms of data, comes 

machine learning. According to Mahesh (2020), machine learning is the systematic examination of algorithms and 

statistical models that computer systems employ to execute a certain task without requiring explicit programming. 

It involve the process of training model which are mathematical in nature to study the behavior of an information 

(Sarker, 2021). In recent years, machine learning has performed beyond human imagination. And it has been used 

for several purposes. For example, in a study conducted by Rai et al. (2021), industry paradigm 4.0 was said to 

encourage the adoption of smart sensors devices, and machines to enhance and improve the rate of production 

in industries. Also, finance industry has applied machine learning algorithm into their systems for canonical 

modeling and frame work (Dixon et al., 2020). Machine learning, which is a subset of artificial intelligent is known 

to be of categories. The simplest of it is supervised learning which allows the usability of labelled data for prediction 

purposes. The labeled data is utilised to train the model in order to provide predictions or classifications based on 

the input data it gets. These models initially does an analysis on the training data and creates a conditional function 

to map fresh examples. The highest setting likely enables the system to accurately assign class labels to the 

examples it covers. This requires the supervised learning algorithm to intelligently reduce the training data to 

relevant circumstances. Popular algorithms used in supervised learning encompass Decision Trees, Naive Bayes, 

and Support Vector Machines. Application of these learning are enormous. On the other hand, unsupervised 

machine learning are known to take unlabeled data. This type of learning approach aims to establish a learning 

framework solely for the sake of learning (Tyagi et al., 2022).  

2. Application of Machine learning in Medicinal field 

Within the medical field, several researcher has started applying machine learning for medical treatments, 

diagnosing health issues, and treatment of patients. A good example is a study conducted by Nashif et al. (2018) 

where a logistic regression was applied to assess the characteristics of several patients. Also, a random forest 

classification method is created to accurately detect cardiac disorder. It was reported that the model performed 

notable accuracy rate of roughly 83% over the training data. On the other hand, Li et al. (2020) built a system using 

various classification algorithms, including Support Vector Machine, Logistic Regression, Artificial Neural Network, 

K-Nearest Neighbour, Naïve Bayes, and Decision Tree. Additionally, standard feature selection algorithms such as 

Relief, Minimal Redundancy Maximal Relevance, Least Absolute Shrinkage Selection Operator, and Local Learning 

are employed to eliminate irrelevant and redundant features were applied. It was reported that, the experimental 

results demonstrate the feasibility of using the suggested feature selection method (FCMIM) in conjunction with 

the classifier support vector machine to develop a sophisticated intelligent system for heart disease identification. 

The FCMIM-SVM diagnosis system demonstrated superior accuracy in comparison to previously established 

approaches. This shows that machine learning presents a viable and advantageous approach in heart disease 

diagnoses and appraisal research, particularly in the context of medical diagnoses (Yadav et al., 2020).  Neural 

networks, a subset of artificial intelligence (AI) inspired by the human brain's neural structure, are computational 

models designed to recognize patterns and make decisions based on data. In recent years, their application in 

medical diagnostics has garnered significant attention due to their potential to revolutionize disease detection and 

patient care. 

These networks consist of interconnected nodes (neurons) organized in layers, where each neuron processes 

information received from preceding layers and passes its output to subsequent layers, allowing for complex data 

processing and learning. Their ability to learn from large datasets and discern intricate patterns makes them 

particularly suited for tasks that involve image analysis, signal processing, and data interpretation—essential 

components of medical diagnostics. In medical diagnostics, neural networks hold promise across several fronts. In 
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a study conducted by Sharma et al.(2018) a convolutional neural networks (CNNs) was used for image analysis. 

This network excel in analyzing medical images such as X-rays, MRI scans, and histopathological slides. They can 

identify abnormalities, classify diseases, and even predict outcomes with high accuracy, aiding radiologists and 

pathologists in making timely and precise diagnoses. Signal Processing: Recurrent neural networks (RNNs) and 

their variants are adept at processing sequential data, making them valuable for interpreting physiological signals 

like electrocardiograms (ECGs) or EEGs. They can detect subtle anomalies indicative of heart conditions, 

neurological disorders, and other diseases, facilitating early intervention and monitoring. NN serves as a decision 

support system and data integration to generate a comprehensive patient profiles. This holistic approach enables 

personalized diagnostics and treatment strategies tailored to individual genetic predispositions and health 

histories. Despite these advancements, challenges such as data privacy concerns, model interpretability, and 

integration into clinical workflows remain. Continued research and collaboration between clinicians, data scientists, 

and regulatory bodies are essential to harnessing neural networks' full potential in medical diagnostics while 

ensuring patient safety and ethical standards. 

 

2. Heart diseases 

Heart Disease (HD) has the greatest mortality rate worldwide when compared to other disorders (Rath et al., 2022). 

The mortality rate caused by heart dieases continues to increase, which is a persistent cause of worry among 

individuals. The researchers and clinicians are exerting significant efforts to preserve lives affected by HD. Existing 

literature indicates that numerous scholars are currently doing their studies in various parts of HD (Ahsan & 

Siddique, 2022; Shukur & Mijwil, 2023). Early detection of heart disease is crucial for optimal outcomes. An early 

diagnosis provides physicians with additional time to identify a treatment that can effectively manage the 

symptoms and mitigate the occurrence of potential health complications (Muhammad et al., 2020).  

Heart disease, also known as cardiovascular disease (CVD), encompasses a range of conditions that affect the heart 

and blood vessels. It includes coronary artery disease (which can lead to heart attacks), cerebrovascular disease 

(which affects blood vessels supplying the brain), peripheral artery disease, rheumatic heart disease, congenital 

heart disease, and other conditions.  Heart disease is the leading cause of death globally. According to the World 

Health Organization (WHO), an estimated 17.9 million people die each year from cardiovascular diseases, 

accounting for 31% of all global deaths. This staggering statistic highlights the profound impact of heart disease 

on public health worldwide. The prevalence of heart disease varies across regions and countries, influenced by 

factors such as socioeconomic status, lifestyle choices, healthcare infrastructure, and genetic predispositions. High-

income countries tend to have higher rates of heart disease due to factors like sedentary lifestyles, unhealthy diets, 

and better diagnostic capabilities. However, low- and middle-income countries are increasingly affected as they 

undergo rapid urbanization, which often leads to lifestyle changes detrimental to cardiovascular health. The risk 

factors pertaining to CVD involves several modifiable and non-modifiable factors which contribute to the 

development of heart disease. According to Brown et al.(2024), factors such as age, sex and family history of 

cardiovascular disease are said to be Non-modifiable Risk Factors. Men are generally at higher risk until women 

catch up post-menopause. On the other hand, Some of the Modifiable Risk Factors identified by Ng et al.(2020) 

include unhealthy diet , physical inactivity, tobacco use, excessive alcohol consumption, obesity and overweight. 

Heart disease imposes a significant economic burden on individuals, families, and healthcare systems globally. The 

economic burden is particularly severe in low- and middle-income countries where resources for prevention, 

diagnosis, and treatment are limited. 

3. Research Methodology 

3.1. Data Collection 

The Cleveland Heart Disease dataset is a well-known dataset in the field of medical research and machine learning. 

It is part of the larger collection of datasets created by the Hungarian Institute of Cardiology, the University Hospital 

in Zurich, and the V.A. Medical Center in Long Beach and Cleveland Clinic Foundation. Among these, the Cleveland 

dataset is the most commonly used for the development and evaluation of predictive models for heart disease. 

The dataset is available from the UCI Machine Learning Repository, a popular resource for machine learning 
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datasets. It was collected from the Cleveland Clinic Foundation and includes detailed medical records of 

patients(Janosi et al., 1989). 

Table 1: The Cleveland Heart Disease dataset Composition 

Number of Instances: 303 patients. 

 

Number of Attributes: 14 features, including the target variable. 

Features Description Factors Quantitative Qualitative Missing 

value 

Age Age of the patient in years     0% 

Sex Gender of the patient  1:male  

0:female 

   0% 

cp Type of chest pain 

experienced by the patient 

0:Typical angina 

1:Atypical 

angina 

2:Non-anginal 

pain 

3:Asymptomatic 

   0% 

trestbps Resting blood pressure (in 

mm Hg) on admission to the 

hospital 

    0% 

chol Serum cholesterol in mg/dl     0% 

fbs Fasting blood sugar > 120 

mg/dl 

1 = true,  

0 = false 

   0% 

restecg Resting Electrocardiographic 

Results 

0: Normal 

1: Having ST-T 

wave 

abnormality (T 

wave inversions 

and/or ST 

elevation or 

depression of > 

0.05 mV) 

2: Showing 

probable or 

definite left 

ventricular 

hypertrophy by 

Estes' criteria. 

   0% 

thalach Maximum heart rate 

achieved during exercise 

    0% 

exang Exercise-induced angina (1 = yes, 0 = no).    0% 

Oldpeak Measure of ST depression     0% 

Slope Slope of the Peak Exercise ST 

Segment 

0: Upsloping 

1: Flat 

2: Downsloping 

   0% 

Ca Number of major vessels 

colored by fluoroscopy 

    0% 

Thal Thalassemia 3: Normal 

6: Fixed defect 

7: Reversible 

defect 

   0% 
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Target 

Variable 

Diagnosis of heart disease 

(angiographic disease 

status): 

0: < 50% 

diameter 

narrowing (No 

heart disease) 

1: > 50% 

diameter 

narrowing 

(Heart disease) 

   0% 

 

Table 2: The Cleveland Heart Disease dataset detected outlier 

Features Outlier count Outlier 

Ratio 

Outliers 

Mean 

With 

mean 

Without 

mean 

Age 0 0 - 54.4 54.4 

Sex 0 0 - 0.696 0.696 

Cp 0 0 - 0.942 0.942 

trestbps 30 2.93 182 132 130 

Chol 16 1.56 436 246 243 

Fbs 153 14.9 1 0.149 0 

restecg 0 0 - 0.530 0.530 

thalach 4 0.390 71 149 149 

exang 0 0 - 0.337 0.337 

Oldpeak 7 0.683 5.86 1.07 1.04 

Slope 0 0 - 1.39 1.39 

Ca 87 8.49 3.21 0.754 0.527 

Thal 7 0.683 0 2.32 2.34 

Target 

Variable 

0 0 - 0.513 0513 

3.2. Data Preprocessing 

Raw data undergoes preprocessing to ensure quality and consistency. This includes handling missing values (Kang, 

2013), removing duplicates (Kwon, 2015), and outliers. Additionally, steps are taken to address potential biases in 

the data and ensure a balanced representation of heart disease(Figure 1). For training and evaluating of the models, 

the dataset was transformed to a binary with one and zero. It was ensured that the dataset is a representative of 

patient with heart disease and those without it as expected to encounter in the real-world scenario. The dataset 

was split into training and testing sets to assess generalization performance with the percentage, 70% and 30% 

(Toleva, 2021). 

 

Figure 1: Distribution of heart disease and non-heart diseases 

3.3. Tools, Equipment, software, and library or package. 

49%
51%

No Yes

GSJ: Volume 12, Issue 9, September 2024 
ISSN 2320-9186 808

GSJ© 2024 
www.globalscientificjournal.com



For the implementation of this research project, the following tools and software was used. Programming 

language: The project was built primarily in R an efficient programming tool for machine learning implementation. 

Considering the preprocessing phase of the project before building the model, tidyverse which is a collection of R 

packages was used for data wrangling and data manipulation, numerical operation and array manipulation. 

Tidyverse, dplyr and the grammar of graphic (ggplot2) data visualization package for the statistical programming 

language R was used to handle the visualization part of the project. These tools offers and enhanced aesthetics 

and built-in function for complex, creative static, and interactive visualizations. For the prototyping aspect of the 

project, which has to do with the computing environments, an Rstudio development environment was used. 

3.2 Neural Network Architecture 

The input layer consists of 13 features. These features are represented as a vector x of samples of patients with 

coronary heart disease: 

𝑋 =  [𝑎𝑔𝑒(𝑥1), 𝑠𝑒𝑥(𝑥2), 𝑐𝑝(𝑥3), … 𝑡ℎ𝑎𝑙(𝑥13)]𝑇 

Each input feature 𝑥𝑖 is associated with a weights 𝑤𝑖 and biases 𝑏𝑖 . The weights and biases are initialized at random. 

For the first layer l (hidden layer), the weights 𝑤(𝐼) and biases 𝑏(𝐼). Each neuron in a hidden layer performs a 

weighted sum of its inputs, adds a bias, and applies an activation function. For the j-th neuron in the hidden layer 

and the k-th hidden layer with m, the computation is conducted (equation 1)   

𝑍𝑗
(𝑘)

=  ∑ 𝑤𝑗𝑖
(𝑘)

𝑥𝑖 + 𝑏𝑗
(𝑘)

𝑚

𝑖=1

− − − −(1) 

K = 1, 2, 3, … 13 

Where: 

𝑤𝑗𝑖
(𝑘)

 is the weight from the i-th input to the j-th hidden neuron. 

𝑏𝑗
(𝑘)

 is the bias for the j-th hidden neuron.  

𝑧𝑗
(𝑘)

  is the pre-activation value for the j-th hidden neuron. 

After applying an activation function g (•), the output of the j-th hidden neuron is: 

𝑎𝑗
(𝑘)

= 𝑔 (𝑧𝑗
(𝑘)

)  − − − − − −(2) 

This process repeats for each k-th hidden layers. Also, the binary classification, the output layer typically has a 

single neuron that produces a value 𝑦̂ which represent the probability of heart diseases (one class). The pre-

activation value for the output neuron is represented by the mathematical expression below 

𝑍(2) =  ∑ 𝑤𝑗
(2)

𝑎𝑗
(1)

+ 𝑏2

𝑚

𝑗=1

− − − − − − − (3) 

The output is obtained by applying the sigmoid activation function σ (•), which is commonly used in binary 

classification: 

𝑦̂ =  𝜎 (𝑧(2)) =  
1

1 + 𝑒− 𝑧(2) − − − − − − − (4) 

For binary classification, we typically use the binary cross-entropy loss function: 

  ℒ(𝑦, 𝑦̂) =  −(𝑦 log 𝑦̂) + (1 − 𝑦) log(1 − 𝑦̂)) L(y, yˆ) -------------- (5) 

Where: 
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y is the true label (0 or 1). 

𝑦̂ is the predicted probability. 

To update the weights and biases, a backpropagation was performed. This involves computing the gradients of 

the loss with respect to each weight and bias. At first, the output layer gradient of the loss with respect to the pre-

activation value 𝑧(2) is: 

𝜕ℒ

𝜕𝑧(2)
=  𝑦̂ − 𝑦 − − − − − − − − − (6) 

The gradients for the weights and bias of the output layer are: 

     
𝜕ℒ

𝜕𝑤𝑗
(2)

=  
𝜕ℒ

𝜕𝑧(2)
∗ 𝑎𝑗

(1)
− − − − − − − − − (7) 

𝜕ℒ

𝜕𝑏(2)
=  

𝜕ℒ

𝜕𝑧(2)
 

For the hidden layer, the gradient of the loss with respect to the pre-activation value 𝑧𝑗
(1)

 is: 

𝜕ℒ

𝜕𝑧𝑗
(1)

=  (
𝜕ℒ

𝜕𝑧(2)
∗ 𝑤𝑗

(2)
) ∗  𝑔́ (𝑧𝑗

(1)
) − − − − − − − −(8) 

Where 𝑔́ (𝑧𝑗
(1)

) the derivative of the activation function used in the hidden layer. The gradients for the weights and 

biases of the hidden layer are:  

𝜕ℒ

𝜕𝑤𝑗𝑖
(1)

=  
𝜕ℒ

𝜕𝑤𝑗
(1)

∗  𝑥𝑖 − − − − − − − −(9) 

𝜕ℒ

𝜕𝑏𝑗
(1)

=  
𝜕ℒ

𝜕𝑧𝑗
(1)

 

Using the gradients computed, the weights and biases were update using gradient descent for a learning rate η. 

This update is done similarly for the output layer weights and biases. 

𝑤𝑗𝑖
(1)

 ←  𝑤𝑗𝑖
(1)

−  η
𝜕ℒ

𝜕𝑤𝑗𝑖
(1)

− − − − − − − − − −(10) 

𝑤𝑗
(1)

 ←  𝑤𝑗
(1)

−  η
𝜕ℒ

𝜕𝑏𝑗
(1)

− − − − − − − − − (11) 

During inference, the model predicts a patient has heart disease if 𝑦̂ ≥ 0.5 and no heart diseases otherwise. This 

process iteratively improves the model through training, minimizing the loss function to achieve accurate binary 

classification. 

𝑦̂ =  𝜎 (𝑊(2)𝑔(𝑊(1)𝑥 + 𝑏(1)) + 𝑏(2)) − − − − − − − (12) 
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Figure 2: Binary Artificial neural network structure 

 

Figure 3:  The model training flow 

3. Performance Evaluation metrics 

The confusion matrix(Figure 4) for our heart disease predictive classification algorithm can be described as 

follows:1)True Positives (TP): This represents the number of patients correctly identified as having heart disease by 

the neural network;2)True Negatives (TN): This is the number of patients correctly identified as not having heart 

disease;3)False Positives (FP): This represents the number of patients incorrectly identified as having heart disease 

when they do not actually have it;4)False Negatives (FN): This is the number of patients incorrectly identified as 

not having heart disease when they actually have it.  

Data cleaning

Data Scalling

ANN

Testing
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Figure 4: Modified confusion matrix table for model accuracy (Opanin & Missah, 2017) 

 

3. Result 

This section presents the outcomes of model for heart disease detection - highlighting key findings from its 

application and it effectiveness in identifying patients with heart disease and provide insights into its overall 

diagnostic capabilities. 

 

Figure 5: Distribution of heart disease by age group 

Figure 5 shows that Middle-Age Adults have the highest percentage of individuals both with and without heart 

disease, indicating that this age group is most prevalent in the dataset. However, the proportion of Senior Adults 

(blue bars) with heart disease is notably higher compared to those without, suggesting an increased risk of heart 

disease as age progresses. In contrast, the Adult group shows a relatively low percentage for both categories, 

particularly for those with heart disease, implying that younger individuals are less affected by heart disease in.  
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Figure 6: Relationship between the features 

Figure 6 shows that notably, cp (chest pain type) and thalach (maximum heart rate achieved) show strong positive 

correlations with the target (0.43 and 0.42, respectively). Conversely, slope (slope of the peak exercise ST segment), 

exang (exercise-induced angina), and oldpeak (ST depression induced by exercise relative to rest) exhibit strong 

negative correlations with the target (-0.58, -0.44, and -0.44, respectively), indicating a potential inverse 

relationship. Additionally, ca (number of major vessels colored by fluoroscopy) shows a moderate negative 

correlation with the target (-0.38), while other features like chol (cholesterol level) and fbs (fasting blood sugar) 

display weak correlations, implying limited predictive value.  

Table 3: Description of heart disease by different factors 

 Heart disease Average Max Min sd Range 

Age No 56.6 77 35 7.91 42 

Yes 52.4 76 29 9.63 47 

Trestbps Yes 134 200 100 18.6 100 

No 129 180 94 16.1 86 

Chol Yes 251 409 131 49.6 278 

No 241 564 126 53.0 438 

Thalach Yes 139 195 71 22.6 124 

No 159 202 96 19.1 106 

Oldpeak Yes 1.60 6.2 0 1.29 6.2 

No 0.57 4.2 0 0.771 4.2 

On average, those with heart disease are younger (52.4 years) compared to those without (56.6 years) and exhibit 

higher resting blood pressure (134 mmHg vs. 129 mmHg) and cholesterol levels (251 mg/dL vs. 241 mg/dL). 

Additionally, individuals with heart disease have a lower maximum heart rate (139 bpm) compared to those without 

(159 bpm) and experience more pronounced ST depression (Oldpeak of 1.60 vs. 0.57).  
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Figure 7: Confusion matrix of the model for the three situations 

 

 

Figure 8: Feature interactions and their impact on the model's outcome. 

 

GSJ: Volume 12, Issue 9, September 2024 
ISSN 2320-9186 814

GSJ© 2024 
www.globalscientificjournal.com



 

Figure 9: Description of patient physiology characteristics 

Figure 9 shows that most patients without heart disease do not experience angina, while those with heart disease 

are more evenly split between having and not having angina. The slope of the peak exercise ST segment, revealing 

that slope 2 is common in both groups, but slope 1 is more prevalent among those with heart disease, suggesting 

a possible link. The number of major vessels colored by fluoroscopy (ca), indicating that patients without heart 

disease typically have no vessels colored, while those with heart disease show a more varied distribution, with 

higher counts of colored vessels possibly associated with the disease. The thalassemia (thal), where patients 

without heart disease predominantly exhibit normal blood flow, whereas those with heart disease have higher 

instances of fixed and reversible defects. 

 

Table 4: Performance metrics of the model (A) 

Metrics Train_data Test_data All_data 

Sensitivity 1 1 1 

Specificity 0.9929 0.9906 0.9925 

Pos Pred Value 0.9925 0.99 0.992 

Neg Pred Value 1 1 1 

Prevalence 0.4829 0.4829 0.4829 

Detection Rate 0.4829 0.4829 0.4829 

Detection Prevalence 0.4866 0.4878 0.4868 

Balanced Accuracy 0.9965 0.9953 0.9962 

The performance metrics for the model across the training, testing, and combined (training + testing) demonstrate 

consistently high accuracy (Table 4). The model achieves perfect Sensitivity (1.0) across all situations. Specificity 

and Predictive Value is slightly lower, around 0.99. The Negative Predictive Value (NPV) is perfect at 1.0. The 

Prevalence and Detection Rate are consistent at 0.4829. The Detection Prevalence is slightly higher, around 0.487. 

Finally, the Balanced Accuracy is nearly perfect at around 0.996, indicating the model's exceptional overall 

performance in distinguishing between positive and negative cases. 

 

Table 5: The performance metrics of the model (B) 

 Accuracy 95% CI No Information 

Rate 

P-Value 

[Acc > 

NIR] 

Kappa Mcnemar’s 

Test P-Value 

Train_data 0.9963 (0.9893, 0.9992) 0.5171 <2e-16 0.9927 0.2482 

Test_data 0.9951 (0.9731, 0.9999) 0.5171 <2e-16 0.9902 1 

All_data 0.9961 (0.99, 0.9989) 0.5171 <2e-16 0.9922 0.1336 
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Error  4.284659      

The model demonstrates exceptional performance across all situations (training, testing, and training+testing), 

with accuracy rates of 99.6% for the training and training+testing, and 99.5% for the testing (Table 5). The 95% 

confidence intervals for these accuracy rates are narrow, underscoring the reliability of the model's predictions, 

though the test data shows a slightly wider range due to its smaller size. The model significantly outperforms 

random chance (NIR=51.71%, p < 0.01). The Kappa statistic, around 0.99 across all situations, reflects near-perfect 

agreement between the model's predictions and actual outcomes. Similarly, there is no significant difference in 

the model's error rates between the two classes, implying balanced performance (McNemar’s Test p>0.01). The 

low overall error rate further confirm the accuracy and effectiveness in classifying cases. 

 

Table 6: Comparative Performance of Various Machine Learning Methods for Heart Disease Prediction 

Author Method No Attr Acc 

Perumal et al.(2020)  LR with PCA 7 87 

 Latha et al.(2019) Majority vote with NB, BN, RF,and MP 9 85.48 

Vishnu et al.(2021) Chi-Square + SMO 11 86.468 

Saqlain et al.(2018) Forward feature selection with Radia 

Basis Function SVM 

7 81.19 

Tama et al.(2020) Two-tier ensembe PSO 7 85.6 

Gazeloglu et al.(2020) Fuzzy Rough set and Chi-Square with 

Radial bias Fuction Network 

7 81.188 

Gazeloglu et al.(2020) Correlation-based feature selection 

with NB 

6 84.818 

Pavithra et al.(2021) HRFLC (RF + AdaBoost + Pearson 

Coefficient) 

11 79 

Tougui et al.(2020) ANN 14 85.86 

Kodati et al.(2018) SMO 14 84 

Sultana et al.(2016) SMO 14 84.07 

Gupta et al.(2019) FAMD + RF 28 93.44 

Kumar et al.(2020) Random Forest 10 85.71 

Ananey-Obiri et 

al.(2020) 

LR and GNB with Single 

valuedecomposition 

4 82.75 

Naresha (2023). Extreme Gradient Boost 14 90.16393 

Syed (2024). Decision Tree 14 98.5366 

Hardik (2020). Logistic model 14 86.885 

Propose Method ANN+Data Scaling(DS) 14 99.61 

      

 

 

4. Discussion 

The result of this study underscore the significant physiological differences associated with heart disease, 

particularly in blood pressure, cholesterol, heart rate, and exercise-induced ST depression. The overall trend 

highlights that heart disease prevalence increases with age, particularly in the Senior Adult group(Table 3). Also, 

there is a greater variability in these metrics among individuals with heart disease, indicating a more diverse set of 

risk factors and health outcomes within this group. There is a clear distinction between patients with and without 

heart disease (Table 3). On average, patients with heart disease tend to be younger (52.4 years) compared to those 
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without the condition (56.6 years)( Mbakwem et al., 2023; Ambroziak et al., 2020). Blood pressure (trestbps) and 

cholesterol (chol) levels are notably higher in those with heart disease, with average values of 134 mmHg and 251 

mg/dL, respectively, compared to 129 mmHg and 241 mg/dL in those without heart disease (Cleveland Clinic, 2022; 

Satoh et al., 2021). Maximum heart rate achieved is also lower in those with heart disease (139 bpm) compared to 

those without (159 bpm). Finally, oldpeak, which measures ST depression during exercise, is significantly higher in 

patients with heart disease (average 1.60) compared to those without (0.57), indicating greater cardiovascular stress 

in the former group (Lanza et al., 2004; Shahjehan, 2023). 

It was found that chest pain type  has a strong positive correlation with heart disease (0.43), indicating that patients 

experiencing certain types of chest pain are more likely to have heart disease, making this a crucial factor in 

diagnosis(Figure 6). Similarly, maximum heart rate achieved also has a positive correlation (0.42) with heart disease, 

suggesting that higher heart rates during stress tests could signal a greater risk for cardiac issues. Interestingly, 

the number of major vessels affected (ca) shows a strong negative correlation (-0.59) with heart disease, implying 

that fewer affected vessels may be linked to a higher risk of heart disease, or that specific diagnostic approaches 

using this variable are more indicative of certain forms of the disease. Additionally, ST depression during exercise 

(oldpeak) has a negative correlation (-0.44), reflecting that greater ST depression often points to increased 

likelihood of heart disease, as it typically indicates stress or ischemia in the heart during exertion(Hickam, 1990).  

Exercise-induced angina (exang) has a negative correlation with both maximum heart rate (-0.38) and heart disease 

(-0.44), suggesting that those experiencing angina during exercise are more likely to have heart disease and may 

have reduced exercise capacity. This reinforces the role of exercise testing in identifying heart conditions. On the 

other hand, the weak negative correlation between sex and heart disease (-0.28) suggests that men may be slightly 

more prone to heart disease, though the association is not particularly strong. Other variables, like fasting blood 

sugar (fbs) and resting electrocardiographic results (restecg), show negligible correlations, suggesting they may 

be less relevant in predicting heart disease (Bekkouche et al., 2013; Hickam, 1990). 

The performance metrics of the model which was evaluated on three instances (training, testing, and combined) 

reveal a crucial information in clinical settings where missing a positive case could have serious consequences 

(Table4 – Table 5). The sensitivity (or True Positive Rate) is perfect across all instances (1.0). This result was further 

enforced by the specificity which is also high but slightly lower than sensitivity, with values of 0.9929 for training, 

0.9906 for testing, and 0.9925 for the combined. This means that in all instances, the model accurately identifies 

all cases of heart disease and without heart disease patients. Other metrics such as Prevalence, Detection Rate, and 

Detection Prevalence show consistent results across the datasets, indicating that the model maintains stability 

regardless of the sample size or type of data (train/test).  

The model's high sensitivity and specificity make it a valuable tool in clinical settings, particularly in screening for 

heart disease. This support the result of a study conducted by Yan et al.(2019) which found the significant of 

integrating artificial intelligent into existing workflows by using it as a decision-support tool during patient 

assessments while it assist healthcare providers in determining the necessity for further diagnostic tests (such as 

ECG or stress tests) based on initial screening results. According to Setyati et al.(2024), patients benefit from early 

detection and accurate diagnosis, which are critical for managing heart disease. Moreover, the model high 

Negative Predictive Value(Table 4) ensures that clinicians can confidently rule out heart disease in patients who 

test negative, potentially reducing unnecessary follow-up tests and associated healthcare costs. 

 

One limitation of the current model is that it was developed using a dataset with a specific set of clinical variables. 

It may not generalize well to other populations or regions where risk factors for heart disease might differ. To 

improve the model, incorporating additional relevant features—such as lifestyle factors, family history, and more 

granular clinical data—could enhance its predictive power. Additionally, retraining the model using a more diverse 

and larger dataset may increase its generalizability. Further research could explore the model’s performance across 

different populations to evaluate its robustness. Finally, research into developing user-friendly interfaces for 

healthcare professionals could facilitate the model's broader adoption in clinical environments, ensuring that its 

benefits are realized in practice. 
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Conclusion 

The key findings of this study demonstrate that the smart heart diagnostic machine offers highly accurate 

predictive capabilities for diagnosing heart disease, with perfect Sensitivity and high Specificity across the three 

instances (training, testing, and combined datasets). This shows that smart heart diagnostic machine has the 

potential to revolutionize healthcare by improving the accuracy and speed of heart disease diagnosis. Its 

integration into clinical workflows can lead to better patient outcomes through early detection, timely treatment, 

and more personalized care. For healthcare providers, the model can optimize resource allocation, streamline 

decision-making, and reduce the burden on medical staff by automating the initial stages of diagnosis. In 

conclusion, the smart heart diagnostic machine represents a significant advancement in the application of machine 

learning in healthcare. Its ability to deliver highly reliable predictions, combined with its ease of integration into 

clinical settings, makes it a powerful tool for improving cardiovascular health outcomes. We encourage healthcare 

institutions to adopt and further develop this technology to enhance patient care and ultimately reduce the global 

burden of heart disease. 
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8. Supplement 

library(caTools) 

library(neuralnet) 

library(tidyverse) 

heart <- read_csv("C:\\Users\\DELL\\Desktop\\2024_Projects\\Project work from Deji\\Smart heart diagnostic 

machine dataset\\heart.csv") 

head(heart,5) 

glimpse(heart) 

library(dlookr) 

diagnose_outlier(heart) 

plot_na_pareto(heart) 

 

library(ggcorrplot) 

plot_correlate(heart) 

 

set.seed(123) 

 

Age <- heart %>% group_by(target) %>% summarize(ave =mean(age), max =max(age), min=min(age), sd=sd(age), 

range=max(age)-min(age)) 

 

trestbps <- heart %>% group_by(target) %>% summarize(ave =mean(trestbps), max =max(trestbps),  

                                                min=min(trestbps), sd=sd(trestbps), range=max(trestbps)-min(trestbps)) 

 

chol <- heart %>% group_by(target) %>% summarize(ave =mean(chol), max =max(chol),  

                                                 min=min(chol), sd=sd(chol), range=max(chol)-min(chol)) 

 

thalach <- heart %>% group_by(target) %>% summarize(ave =mean(thalach), max =max(thalach),  

                                                    min=min(thalach), sd=sd(thalach), range=max(thalach)-min(thalach)) 

 

oldpeak <- heart %>% group_by(target) %>% summarize(ave =mean(oldpeak), max =max(oldpeak),  

                                                    min=min(oldpeak), sd=sd(oldpeak), range=max(oldpeak)-min(oldpeak)) 

 

rbind(Age,trestbps,chol,thalach,oldpeak) 

Heart <- heart %>%  mutate(age_group = case_when( age >= 13 & age <= 19 ~ "Teen", 

  age >= 20 & age <= 39 ~ "Adult", 

  age >= 40 & age <= 59 ~ "Middle Age Adult", 

  age >= 60 ~ "Senior Adult", 

  TRUE ~ "Other"   

) , sex =ifelse(sex==1,"Male", "Female"), fbs = ifelse(fbs ==1, "True", "False"), 

thal = case_when(thal==0~"Not-recorgnized",thal== 1~"Fixed defect", 

                 thal==2~"Normal blood flow",thal==3~"Reversable defect",TRUE ~ "Other"), 

exang=ifelse(exang==1,"Yes","No"), `Heart disease` = ifelse(target==1, "No", "Yes")) 

 

agre <- Heart %>% group_by( `Heart disease`, age_group) %>% summarize(percent = n()/nrow(heart)) 

 

ggplot(agre, aes(x=  `Heart disease`, y=percent, fill =age_group))+ 
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  geom_bar(stat = "identity", position = "dodge", colour = "black") 

 

 

Heart$cp <- as.factor(Heart$cp) 

 

sex <- Heart %>% group_by( `Heart disease`, sex) %>% summarize(percent = n()/nrow(heart)) 

 

k1<-ggplot(sex, aes(x=  `Heart disease`, y=percent, fill =sex))+ 

  geom_bar(stat = "identity", position = "dodge", colour = "black") 

 

cp <- Heart %>% group_by( `Heart disease`, cp) %>% summarize(percent = n()/nrow(heart)) 

k2<-ggplot(cp, aes(x= `Heart disease`, y=percent, fill =cp))+ 

  geom_bar(stat = "identity", position = "dodge", colour = "black") 

 

fbs <- Heart %>% group_by( `Heart disease`, fbs) %>% summarize(percent = n()/nrow(heart)) 

k3<-ggplot(fbs, aes(x=  `Heart disease`, y=percent, fill =fbs))+ 

  geom_bar(stat = "identity", position = "dodge", colour = "black") 

Heart$restecg <- as.factor(Heart$restecg) 

rest <- Heart %>% group_by( `Heart disease`, restecg) %>% summarize(percent = n()/nrow(heart)) 

k4 <-ggplot(rest, aes(x=  `Heart disease`, y=percent, fill =restecg))+ 

  geom_bar(stat = "identity", position = "dodge", colour = "black") 

 

exang <- Heart %>% group_by( `Heart disease`, exang) %>% summarize(percent = n()/nrow(heart)) 

k5<-ggplot(exang, aes(x= `Heart disease`, y=percent, fill = exang))+ 

  geom_bar(stat = "identity", position = "dodge", colour = "black") 

Heart$slope <- as.factor(Heart$slope) 

slope <- Heart %>% group_by( `Heart disease`, slope) %>% summarize(percent = n()/nrow(heart)) 

k6<-ggplot(slope, aes(x=  `Heart disease`, y=percent, fill = slope))+ 

  geom_bar(stat = "identity", position = "dodge", colour = "black") 

 

Heart$ca <- as.factor(Heart$ca) 

ca <- Heart %>% group_by( `Heart disease`, ca) %>% summarize(percent = n()/nrow(heart)) 

k7<-ggplot(ca, aes(x=  `Heart disease`, y=percent, fill = ca))+ 

  geom_bar(stat = "identity", position = "dodge", colour = "black") 

 

thal <- Heart %>% group_by( `Heart disease`, thal) %>% summarize(percent = n()/nrow(heart)) 

k8<-ggplot(thal, aes(x=  `Heart disease`, y=percent, fill = thal))+ 

  geom_bar(stat = "identity", position = "dodge", colour = "black") 

 

library(gridExtra) 

grid.arrange(k1,k2,k3,k4) 

grid.arrange(k5,k6,k7,k8) 

 

Har <- heart %>% group_by(target)%>% summarize(percent = n()/ length(heart$target)) 

# Create a pie chart 

ggplot(Har, aes(x = factor(target), y = percent)) + 

  geom_bar(stat = "identity", fill = "red")   

 

# Feature Engineering   

sapply(heart, class) 

heart$age <- scale(heart$age) 

heart$trestbps <- scale(heart$trestbps) 

heart$chol <- scale(heart$chol) 
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heart$thalach <- scale(heart$thalach) 

heart$oldpeak <- scale(heart$oldpeak) 

#heart$sex <- as.factor(heart$sex) 

#heart$cp <- as.factor(heart$cp ) 

#heart$fbs <- as.factor(heart$fbs) 

#heart$restecg <- as.factor(heart$restecg ) 

#heart$exang <- as.factor(heart$exang) 

#heart$slope <- as.factor(heart$slope) 

#heart$ca <- as.factor(heart$ca) 

#heart$thal <- as.factor(heart$thal) 

 

 

sample <- sample.split(heart$target, SplitRatio = 0.8) 

Train <- subset(heart, sample==T) 

Test <- subset(heart, sample==F) 

 

length(Train$target) 

length(Test$target) 

length(heart$target) 

 

ann1 <- neuralnet(target~., data = Train, hidden = c(9,6,3,2), err.fct = "ce", linear.output = F 

                 , act.fct = "logistic") 

 

summary(ann1) 

 

 

plot(ann1, col.entry = "red", col.hidden = "red", col.hidden.synapse = "red") 

 

 

library(caret) 

pr<-predict(ann1, Train%>%select(-target)) 

prT <- predict(ann1, Test%>%select(-target)) 

PTT <- predict(ann1, heart%>%select(-target)) 

p <- ifelse(pr>0.5,1,0) 

pT <- ifelse(prT>0.5,1,0) 

PTT <- ifelse(PTT>0.5,1,0) 

k<-confusionMatrix(as.factor(Train$target), as.factor(p)) 

a<-confusionMatrix(as.factor(Test$target), as.factor(pT)) 

b<-confusionMatrix(as.factor(heart$target), as.factor(PTT)) 

k 

a 

b 

l<-k$table 

r<-a$table 

d<-b$table 

cm_df <- as.data.frame(l) 

colnames(cm_df) <- c("Predicted", "Actual", "Count") 

 

# Plot confusion matrix heatmap 

g1<-ggplot(cm_df, aes(x = Predicted, y = Actual, fill = Count)) + 

  geom_tile(color = "white") + 

  scale_fill_gradient(low = "orange", high = "red") + 

  geom_text(aes(label = Count), vjust = 1) + 
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  labs(title = "Confusion Matrix Train data", x = "Predicted", y = "Actual") + 

  theme_minimal() 

 

cm_g <- as.data.frame(r) 

colnames(cm_g) <- c("Predicted", "Actual", "Count") 

 

# Plot confusion matrix heatmap 

g2<-ggplot(cm_g, aes(x = Predicted, y = Actual, fill = Count)) + 

  geom_tile(color = "white") + 

  scale_fill_gradient(low = "orange", high = "red") + 

  geom_text(aes(label = Count), vjust = 1) + 

  labs(title = "Confusion Matrix Test data", x = "Predicted", y = "Actual") + 

  theme_minimal() 

 

cm_d <- as.data.frame(d) 

colnames(cm_d) <- c("Predicted", "Actual", "Count") 

 

# Plot confusion matrix heatmap 

g3<-ggplot(cm_d, aes(x = Predicted, y = Actual, fill = Count)) + 

  geom_tile(color = "white") + 

  scale_fill_gradient(low = "orange", high = "red") + 

  geom_text(aes(label = Count), vjust = 1) + 

  labs(title = "Confusion Matrix for All data", x = "Predicted", y = "Actual") + 

  theme_minimal() 

library(gridExtra) 

gridExtra::grid.arrange(g1,g2,g3) 
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